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Abstract The assumption that the roughness Reynolds number (Re∗) can be used as a basis
for quantifying the boundary-layer property kB−1(= ln(z0/z0T )) as in some modern numer-
ical models is questioned. While Re∗ is a useful property in studies of pipe flow, it appears
to have only marginal applicability in the case of treeless terrain, as studied in the two exper-
imental situations presented here. For both the daytime and night-time cases there appears
to be little correlation between kB−1 and Re∗. For daytime, the present studies indicate that
the assumption kB−1 ≈ 2 is acceptable, while for night-time, the scatter involved in relating
kB−1 to Re∗ suggests there is little reason to assume a direct relationship. However, while the
scatter affecting all of the night-time results is large, there remains a significant correlation
between the heat and momentum fluxes upon which an alternative methodology for describ-
ing bulk air–surface exchange at night could be constructed. The friction coefficient (C f )
and the turbulent Stanton number (St∗) are discussed as possible alternatives for describing
bulk properties of the air layer adjacent to the surface. While describing the surface rough-
ness in terms of the friction coefficient provides an attractive simplification relative to the
conventional methodologies based on roughness length and stability considerations, use of
the Stanton number shares many of uncertainties that affect kB−1. The transitions at dawn
and dusk remain demanding situations to address.
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1 Introduction

A review of the formulations used in modern mesoscale (and other) models reveals that the
assumptions are sometimes at variance with current understanding. The consequences are
not always apparent in model simulation results, sometimes because the differences in for-
mulations are not great enough to be of major influence but also sometimes because of a
tuning process that forces correspondence between predictions and observations for specific
locations (e.g. Gong et al. 1998; Marzban et al. 2014). In the present discussion, the focus
is on one particular example—the parametrization of kB−1 in descriptions of air–surface
exchange. The issue arises in examination of proposed methods to use the thermal roughness
length (z0T ) derived from consideration of the sensible heat flux and the bulk temperature dif-
ference between the surface and the air as a basis for atmospheric surface-layer and planetary
boundary-layer (PBL) computations. These methods derive from experimental findings that
z0T differs from z0, the conventional aerodynamic roughness length associated with the wind
profile (Owen and Thomson 1963; Plate 1971; Brutsaert 1982; Garratt 1992). The issue also
arises in air pollution modelling. For example, a feature of contemporary models addressing
small particle deposition is the prediction of the deposition velocity that differs from field
experimental results (Gallagher et al. 1997; Garland 2001; Hicks et al. 2016). Inspection of
the models reveals a common feature that potentially causes a depiction of the role of particle
size differing substantially from reality—the depiction of the resistance associated with the
quasi-laminar boundary layer, Rb. Both of the quantities Rb and kB−1 (= ln(z0/z0T )) relate to
the extension of micrometeorological flux–gradient relationships towards the surface, where
molecular-scale processes become important. The two quantities are closely connected, since

(u0 − uz) = (w′u′/ku∗)(ln(z/z0) − ψm(ζ )), (1a)

or (more familiarly)

uz = (u∗/k)(ln(z/z0) − ψm(ζ )). (1b)

Similarly

(T0 − Tz) = (w′T ′/ku∗)(ln(z/z0T )−ψH (ζ ))

= (w′T ′/ku∗)(ln(z/z0) + ln(z0/z0T )−ψH (ζ )). (2)

Here, notation follows that of the conventional Monin–Obukhov similarity theory (MOST),
with ζ = z/L , and where z is the height above the appropriate zero plane, L is the Obukhov
length scale, u∗ is the friction velocity, and Tz and uz are the temperature and wind speed at
height z. In neutral conditions, bothψ functions are zero. If the electrical analogy is adopted,
the major resistances involved are the aerodynamic resistance (Ra), defined as

Ra = uz/u
2∗ = (ln(z/z0)−ψm(ζ ))/(ku∗), (3)

and a resistance associated with molecular-scale transfer across the layers of air adjacent to
the receptor surface(s) (Rb), which in the case of heat exchange is defined as

Rb = (T0 − Tz)/w′T ′ − Ra . (4)
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A third resistance describing the chemical and/or biological composition and conse-
quences of the surface is of relevance in the case of trace gas exchange: Rc. This surface
or “capture” resistance is not of immediate relevance to the considerations of heat exchange
that follow, although it does incorporate such factors as stomatal resistance, which are central
considerations in the case of the evaporative heat exchange.

Equations 2 and 3 lead directly to an expression for Rb that parallels Eq. 3,

Rb = (ln(z0/z0T )+ψm(ζ )−ψH (ζ ))/ku∗, (5)

and following from flat-plate and pipe-flow studies, the quantity Rb is likened to the laminar-
layer resistance of fluid mechanics. However, because a vegetated surface is made up of a
large number of contributing surfaces, each of which must exhibit its own boundary-layer
resistivity, Rb is conventionally referred to as the “quasi-laminar resistance,” a term originally
proposed to emphasize this distinction. Constructing a general description of Rb in terms of
an understanding of the characteristics of the individual roughness elements of the surface
remains a challenge.

The roughness lengths z0 and z0T are quantities derived fromwind-speed and temperature
profiles measured well above the region of immediate influence of individual surface rough-
ness elements. Relating either roughness length to actual physical features of the surface is
also a continuing challenge. The relationship between z0 and z0T was explored inwind-tunnel
studies by Owen and Thomson (1963) and in various analyses by, e.g., Chamberlain (1968,
1974). Garratt and Hicks (1973, hereafter G&H) extended the resulting formulations to the
real world, by summarizing data from micrometeorological field studies as well as from
physical modelling. Subsequent presentations by Garratt and Francey (1978) and Garratt
(1992) refined the G&H analysis, with the focus on the dependence of ln(z0/z0T ) = kB−1

on surface properties, represented by the roughness Reynolds number

Re∗ = u∗z0/ν. (6)

Data obtained in studies of bluff objects in controlled conditions seemed to agree with
Owen and Thomson (1963),

kB−1 = a(Re∗)b (7)

where a ≈ 0.6 and b ≈ 0.45. Figure 1 shows the data as plotted by G&H (the solid circles)
and a number of descriptions of the kB−1 versus Re∗ dependence derived from data obtained
subsequently. In agreement with Chamberlain (1966), G&H emphasized that Re∗ is a poor
index for comparing fundamental characteristics of natural surfaces. Over much of the range
likely to be found in real-world situations, the G&H results indicate that the appropriate value
of kB−1 might best be

kB−1 ≈ 2, (8)

(see Garratt and Francey 1978).
Included in Fig. 1 are results from two recent studies conducted in widely dissimilar

situations. The first study was over a field of grazed pasture in Alabama (Pendergrass et al.
2017), the other over a fallow field in the dry season of Zimbabwe (O’Dell et al. 2015;
Hicks et al. 2015). The curves (1) through (4) plotted in Fig. 1 represent several different
kB−1 versus Re∗ relationships as listed by Chen et al. (2010) and as incorporated in many of
today’s numerical models. All of these forms depart substantially from the recommendation
by Garratt and Francey (1978) that site-averaged values of kB−1 approach a plateau as Re∗
increases, kB−1 ≈ 2, whereas the initial G&H interpretation of data then available was that
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Fig. 1 The variationwith surface roughness Reynolds number of the boundary-layer resistance factor kB−1 =
ln(z0/z0T ), as determined for the case of heat transfer and as reported by G&H. The solid circles (•) represent
the average results from datasets originally available to G&H. Two additional averages are plotted, both
discussed below: black up-pointing triangle daytime results obtained over natural fallow in Zimbabwe, and
black down-pointing triangle the average of daytime measurements made over grazed pasture in Alabama.
The curves drawn are due to, (1) Zhang et al. (2001), (2) Owen and Thomson (1963), (3) Brutsaert (1975),
and (4) Kanda et al. (2007). Curve (5) has been created using random numbers

kB−1 decreases uniformly from a maximum value of about 2 at Re∗ = 102 to about zero at
Re∗ = 105, much as might be concluded from Fig. 1.

A common feature of the individual datasets seen in Fig. 1 is that their component obser-
vations are highly scattered, often between the bounds represented by Eqs. 7 and 8. In this
regard, it must be remembered that the original depiction (as by G&H) was influenced by the
lack of field data obtained at night. In subsequent work, it has become apparent that night-
time data yield much more scatter than daytime, as must be expected because at night both
w′T ′ and |T0 − Tz | are small and their ratio is therefore poorly determined. This issue was
emphasized by, e.g., Stewart et al. (1994), Verhoef et al. (1997), andYang et al. (2008), whose
experiments revealed representative values of kB−1 that differed greatly from the depictions
illustrated in Fig. 1. The vulnerability of the process by which values of z0T and z0 or any
other characteristics of the surface are derived from field observations is well illustrated by
Malhi (1996) whose analysis indicates values of z0T in the range 10−7 to 10−11 m depending
on the method of analysis. (For comparison, consider that the wavelength of visible light is
∼ 10−7 m.)

There are conceptual, as well as analytical, problems arising from the extension of the
wind-tunnel dependence of kB−1 on Re∗ to the real world. In particular, the association of
viscosity (ν, at themolecular level)with u∗ and z0 (bothmeteorological quantities appropriate
for a landscape) strains credibility. G&H proposed that some other parameter might be of
more use in ordering the variability in kB−1, andGarratt et al. (1993) emphasized that any such
analysis requires direct measurement of the infrared surface temperature and is inevitably
susceptible to uncertainties associated with the friction velocity. Verhoef et al. (1997) take
the matter further and conclude that, in practice, kB−1 is an inappropriate index to use. Some
contemporary models make use of Eq. 7 to derive grid-cell representative values of kB−1,
others rely on the constancy described by Eq. 8 [e.g. the Community Multiscale Air Quality
(CMAQ) model, https://www.cmascenter.org/cmaq/].
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2 A Simple Credibility Check

The problems associated with normalizing variables and with the subsequent association
of one normalized variable with another (see Hicks 1978) generate uncertainty about any
proposed relationship between kB−1 and Re∗, since each of these two quantities depends
on both z0 and u∗. To test the vulnerability of analyses yielding data like those depicted in
Fig. 1, a body of daytime pseudo-data was developed, using a random number generator. As
was the case in the original G&H analysis, the focus was on the temperature regime rather
than on gases or particles. The distributions of independent random numbers were bounded
by 0.02 and 0.92 m s−1 for u∗, 5 and 300 W m−2 for the sensible heat flux H , 0.005 and 0.9
m for z0. To lock the data into some similarity with reality, an average value of the thermal
conductivity was assumed: kT = H/(ρcp(T0 − Tz)) ≈ 0.01 m s−1, but this was allowed to
vary around the average. The property kT is analogous to the familiar deposition velocity for
airborne pollutants, with T0 being the surface temperature value and Tz the air temperature.
From these “data,” values of kB−1 and Re∗ were derived using the following relationship,
derived by manipulation of Eqs. 1 and 2,

ln(z0/z0T ) = ku∗(T0 − Tz)/w′T ′ − ku/u∗ + (ψH − ψm), (9)

and where the stability functions ψH and ψm were quantified using published relationships
(Paulson 1970). The results from a set of 500 cases were then subjected to a power–law
regression. The results must depend on the distribution of random numbers generated for
each group, and hencemany such tests were conductedwith overall consequences that appear
to mimic Eq. 7: a = 0.46± 0.06, and b = 0.47± 0.02. In comparison, the original analysis
by Owen and Thomson (as mentioned above) yielded a = 0.6 and b = 0.45. Many of the
alternative expressions listed by Yang et al. (2008) share the assumption that b = 0.5. The
black line in Fig. 1 shows the result of the present random number analysis; it is clear that
the black line is a close approximation to several of the proposed relationships.

3 Recent Field Data

Analysis of actual observations serves to emphasize the difficulties that arise when rely-
ing on assumed relationships between kB−1 and Re∗. Figure 2 illustrates results obtained
from analysis of two recent datasets. The first study (“ZIM”) uses data obtained in an
investigation of the benefits of alternative agricultural practices, conducted near Harare,
Zimbabwe (O’Dell et al. 2015). Measurements were made of infrared surface temper-
ature, air temperature (at 1 m), variances and covariances (z = 2.4 m, using sonic
anemometry) over a poorly-vegetated flat field. The second study (“BAMA”) investigated
convective initialization at an experimental station near Huntsville, Alabama (Pendergrass
et al. 2017). As in the Zimbabwe case, infrared surface temperatures were measured
as well as assorted micrometeorological quantities (at 2 and 10 m). The ZIM results
used here are for the Southern Hemisphere in September and October, 2015, and the
BAMA results are for the Northern Hemisphere in September and October, 2014. Data
points represent 30-min averages for the ZIM data, and 15-min averages for the BAMA.
The two sites are quite different—the former was left fallow with uncultivated native
growths (weeds) at an altitude of about 1500 m a.s.l., while the latter was unmanaged
but grazed pasture at an altitude of about 500 m a.s.l. The ZIM site was characteristic
of its surroundings, these being arid/fallow during the dry season and farmed sporadi-
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Fig. 2 Scatter diagrams showing the distribution by local standard time of kB−1 = ln(z0/z0T ) derived from
field studies in Zimbabwe and Alabama, September and October in 2015 (ZIM) and 2014 (BAMA)

cally at the subsistence level during the rainy season. The BAMA location is surrounded
by actively managed agriculture, with varying characteristics in soil type, size, and
crop.

Using Eq. 9, the reported measurements enable computation of the property ln(z0/z0T ),
and in this real-world case night-time data are included. Note that in the night-time case
the stability functions become largely irrelevant since the operative term is then the differ-
ence (ψH − ψm) and in stable conditions the convention is that ψH = ψm . Despite this,
the difficulties central to any assumption regarding the association of kB−1 with Re∗ are
compounded by the difference between daytime and night-time that is strikingly evident in
Fig. 2. This diagram shows the distribution by time of day of kB−1 = ln(z0/z0T ) derived
from field studies now considered. Data points represent 30-min averages for the ZIM data,
and 15-min for the BAMA data. The dominant characteristics evident in Fig. 2 are the scatter
of night-time data and the apparent constancy of the daytime.

Figure 3 presents BAMA and ZIM data as averaged diurnal cycles derived from two
2-month periods: July and August, and September and October. The error bounds plotted
represent± one standard error on the averages, where each average comprises 25 data points,
so the standard deviations are five times the error margins illustrated. The ZIM results for
daytime appear to reflect the consequences of the daily temperature cycle, peaking in themid-
afternoon andwith minima near dusk and dawn. The BAMAdata do not display this coherent
behaviour, although similar minima are evident near dusk and dawn. For the daytime period,
the BAMA data indicate that a single low value for ln(z0/z0T ) is a good approximation,
while there is no obvious ordered behaviour for night-time.
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Fig. 3 Average diurnal cycles (local standard time) of kB−1 = ln(z0/z0T ) derived from the Zimbabwe
and Alabama data, for two 2-month periods. The ZIM data were obtained in 2015, the BAMA data in 2014,
in opposite seasonal periods (Southern Hemisphere for the former, Northern Hemisphere for the latter).
Measurements from two heights are used to derive results for the BAMA dataset. The red plot represents
results based on measurements at 2-m height, blue represents results based on 10-m data. Fine dotted lines
depict the upper and lower bounds corresponding to ± one standard error on the means

Between the daytime region of relative uniformity of kB−1 and the region of apparent
randomness throughout the night, the transition periods near dusk and dawn present consid-
erable conceptual difficulty. At these times, the sensible heat flux is small and varying with
height as the depth of the mixed layer increases. Near-surface temperature gradients are also
small and the roughness length z0T is poorly determined.

Figure 3 also shows that the ZIM data for July and August can be represented, on the
average, by a constant value throughout. This is not the case for September and October
dataset, the results from which more closely resemble the BAMA results. The Zimbabwe dry
season extended into October, and was broken with the arrival of seasonal rains (totalling
7.4 mm for October) during the middle of the month. The landscape subsequently adopted
a greener and more heterogeneous appearance, so that irregularities are viewed as likely
contributors to the differences affecting the upper left panel of Fig. 3. In this regard, the
BAMA site can be characterized as the better site but in surroundings of more complex
surface cover, whereas the ZIM site is the poorer site but is located in a widespread similar
landscape.

Determination of the terms ln(z0) and ln(z0T ) is intermediate in the derivation of
ln(z0/z0T ). In the present analytical procedure, groupings of observations according to time
of day permit comparison of the statistical distributions of both of these key terms. The ratio
of their standard deviations is an indication of their relative contribution to the scatter evident
in Fig. 3. Values of this ratio are plotted in Fig. 4, showing a substantial difference between the
ZIM and BAMA results, the former displaying more daytime order than the latter. However,
both show that the source of the large scatter evident for night-time conditions lies with the
description of the thermal exchange. For daytime conditions, the error margins associated
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Fig. 4 Illustrations of the
proportional attribution of scatter
in the evaluation of ln(z0/z0T ) as
illustrated in Fig. 3. In groupings
of data ordered by time of day,
standard deviations of the
quantities ln(z0) and ln(z0T )

have been derived. The plots
shown are of the ratios
σ(ln(z0T ))/σ(ln(z0)). Red
indicates data for July and
August; blue is for September
and October

with the determination of z0T are much like those for z0—the ratio of the standard devia-
tions approaches unity. It is therefore evident that the scatter in ln(z0/z0T ) at night is due to
either the measurements of the thermal contributing terms, the manner in which the effects
of stability are accounted for, or some other characteristic of the night-time case that has yet
to be identified.

4 Friction Coefficients and Stanton Numbers

In practice, the importance of the term kB−1 can beweighed by its relevance to the other terms
in the principal relationships, primarily ln(z/z0). For a most-common reference height z =
10 m (presumably above the relevant displacement height), it is then clear that the importance
of the kB−1 term increases as the surface of interest becomes rougher. It is therefore expected
that the areas most influenced by the acceptance (or otherwise) of relationships such as Eqs. 7
and/or 8 are urban areas and forests. The former may be argued to be better represented by
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Fig. 5 The variation with time of
day of the friction coefficient
(C f = u∗/u), for the ZIM
dataset for September and
October. The finer lines indicate
± one standard error bounds.
Black lines refer to raw data; red
indicates results after correction
for stability using conventional
micrometeorology. The lines
connect averages made up of 25
measurements each, grouped
after ordering by time of day.
Note that the standard deviations
associated with individual
measurements correspond to five
times the standard error values
evident here

Eq. 4, but not the latter (with the possible exception of coniferous forest canopies). The
property of practical interest is the sum: ln(z/z0T ) = ln(z/z0) + ln(z0/z0T ). The value
of the quantity ln(z/z0) for a forested landscape and for a reference height of 10 m above
the relevant zero plane is likely to be in the range 2 to 4, say 3. If one of the power–law
relationships illustrated in Fig. 1 is used as a basis, then kB−1 can be estimated to be in the
range 9–11, leading to an estimate of 15 for the desired quantity ln(z/z0T ). On the other hand,
acceptance of the Garratt and Francey (1978) recommendation of ln(z0/z0T ) = 2 results in
a value of 5 for the same quantity. A factor of two or three in the consequent results would
then seem likely. It is immediately clear that assuming a value of ln(z0/z0T ) that is too high
will result in an overestimate of the resistance affecting sensible heat exchange. In passing,
note that the 10-m reference level is adopted here because it is the common assumption of
numerical simulations. This is despite the fact that the magnitude of the Obukhov length is
frequently less than 10 m, hence causing a violation of the constraints originally imposed:
that the flux–gradient relationships should not be extended beyond the range−1 < z/L < 1.

In the case of the momentum flux, the roughness characteristics of a reasonably flat
landscape are conventionally defined using two variables, the zero-plane displacement, d ,
and the roughness length, z0. Both of these are likely to vary widely across any particular
model grid cell. In practice the complexity can be reduced by considering the bulk association
between the wind speed and the momentum loss at the surface; the quantity in question is the
friction coefficient, C f ≡ u∗/u. In simple concept, a map showing the spatial distribution of
d and a secondmap showing z0 could be replaced by a singlemap depictingC f . However, the
level of relevance would then need to be specified. In common contemporary applications,
the height of relevance is often taken to be 10 m, but sometimes without acknowledgement
that this refers, in turn, to a height of 10 m above the relevant zero plane.
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Fig. 6 The variation of C f with time of day. The black line joins arithmetic averages of raw data. Red shows
the results of correcting for stability, also using arithmetic averaging; blue shows the results if raw data are first
transformed logarithmically, so that the blue line now joins geometric mean values. These results are based
on the ZIM September and October dataset

Figure 5 presents C f results from the ZIM study, showing that accounting for stability
helps explain variations in the daytime: the standard errors associated with the average values
plotted are reduced when stability corrections are applied and the magnitude of the variation
in C f through the daylight hours is also reduced. However, use of a stability correction does
not seem to improve the night-time results. The causes are not clear, however the roles of
measurement uncertainty and the methodology of the present analysis cannot be discounted.
The friction coefficient is the ratio of two quantities that are individually highly variable at
night, and hence analysis in terms of the logarithms of the ratio is preferred. That this is
indeed the case is demonstrated in Fig. 6, where three friction coefficient determinations are
plotted. The black line joins average values of u∗/u (as measured) after sorting by time of
day; the red line joins the arithmetically-averaged C f values after conventional correction
for stability; the blue line shows the improved results if the stability-corrected values are
averaged geometrically.

Just as the effective roughness of a landscape can be described by a friction coefficient (C f )
that is a slowly-varying characteristic of a surface, so its thermal exchange characteristics can
be described by a heat conductivity—a turbulent equivalent to engineering’s Stanton number.
The discussion that follows centres on the turbulent Stanton number, St∗ = w′T ′/(u∗(T0 −
Ta)), as initially discussed by Owen and Thomson (1963). This quantity differs from the
conventional Stanton number of fluid dynamics by substituting the fluid velocity u by the
scale velocity appropriate for turbulent exchange, u∗.

St∗ shares the same variables that determine kB−1, and so its night-time applicability
should therefore be equally questionable. Figure 7 illustrates how St∗ varies with time of
day for two of the datasets considered above. Attention is immediately drawn to the dawn
and dusk transition periods, which impose the need to consider the ratio w′T ′/(T0 − Ta)
when both the numerator and denominator fluctuate around zero. The large excursions near
dawn and dusk are therefore seen as likely artifacts of the analysis, and these periods are
avoided in the discussion to follow. Inspection of Fig. 7a indicates that the ZIM data could be
represented by two different plareau values for St∗, about 0.1 for daytime and about 0.02 for
the night (computed so as to be appropriate for a 10-m reference height). If this result was
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widely applicable, then a satisfactory response tomodelling requirements could be to identify
plateau regions such as those evident in Fig. 7a before and after each transition period, and to
interpolate between them. In this way, the wide departures of St∗ around and through neutral
would be smoothed, diminishing greatly the consequences of the transitional variability.

Table 1 presents daytime and night-time average results derived from the six datasets
considered here—ZIM, BAMA (2 m) and BAMA (10 m), each for two 2-month periods. The
variables considered are ln(z0/z0T ), C f , St∗ and St, both as computed from raw data and
after allowance for atmospheric stability. In every case, standard deviations are quoted as well
as arithmetic averages, and to ensure that micrometeorological convention is not violated,
occasions for which |z/L| > 1.0 have been excluded. Also omitted are occasions for which
|w′T ′| < 0.001 K m s−1, and |w′u′| < 0.001 m2 s−2. Although these data-selection criteria
have been imposed to ensure a well-behaved dataset, the standard deviations evident in the
Table remain large. (Note that standard deviations are listed in Table 1, whereas the standard
errors on the mean are represented by the bounds shown in Figs. 3, 5, 7.)

The bold-face entries in Table 1 represent occasions in which a comparison between
results derived using stability corrections and those that use raw data without such adjustment
indicates reduced scatter. This identification is subjective, since the spread of contributing
numbers from large negative to large positive (as is seen in Fig. 2) prohibits easy statistical
examination. The daytime data indicate that in most cases it is better to use raw values, rather
than values with stability corrections, especially in consideration of u∗. The night-time data
indicate few cases for which such a preference can be identified. For example, the July-
August night-time results indicate that C f is better determined using the raw data, whereas
the September–October results indicate the opposite.

The analysis so far has focussed on the turbulent Stanton number St∗, however the results
shown in Table 1 indicate that the more conventional formulation (St) in which the friction
velocity is replaced by the wind speed is often of equivalent statistical utility.

5 Discussion

The relevance of Re∗ to a natural surface exposed to atmospheric turbulence presents a
dilemma, since the role of Re∗ arose from laboratory studies and a conceptual description of
the processes involved,with a near-surface region of linear temperature gradient blending into
a conventional micrometeorological logarithmic form (see Owen and Thomson 1963). The
incorporation of the roughness length (z0) was intended to represent the depth of the lowest
part of the atmosphere within which the linear profiles dominated. However, there are few
natural landscapes that would satisfy such criteria. G&H expressed doubt about the relevance
of Re∗: “Thus, the behaviour must be influenced by some other surface consideration” and
Verhoef et al. (1997) conclude that assuming a dependence of kB−1 on Re∗ should be avoided
if at all possible. Nevertheless, many modern models (air quality as well as meteorological)
assume the broad applicability of Eq. 7, often with allowance for additional molecular diffu-
sivity effects (through incorporation of the Schmidt number) if the application concerns air
quality.

The present consideration of other descriptors of the surface (C f , St and St∗) should be
considered with careful attention to the way in which the same properties enter the rela-
tionships as are involved in determination of kB−1. In practice, alternative approaches might
prove to be better. Figure 8 shows that the night-time case could be addressed from an entirely
different direction; the plots are of correlation coefficients among several pairs of variables.
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Fig. 7 The average variation with time of day of the turbulent Stanton numbers St∗ for the two datasets
considered here. The bounds indicate ± one standard error on the means

Following conventional micrometeorological expectations, the plots show the associations
between the fluxes of heat (Fig. 8a) andmomentum (Fig. 8b) with corresponding pairs of state
variables: the difference between the surface and the 10-m height of measurement [(T0−T10)
for Fig. 8a, and u10 for Fig. 8b], and the corresponding in-air differences ((T2 − T10), and
(u10−u2)). Also shown (and identically in both Fig. 8a, b) is the correlation between the two
eddy fluxes: w′T ′ and w′u′. The figure shows the expected strong coupling between fluxes
and in-air differences (gradients) for daytime conditions, with a correlation coefficient > 0.8
for most of the time. While the correlation for the bulk wind speed shown in Fig. 8b is almost
the same as that for the wind-speed gradient in Fig. 8b, the corresponding plot for the surface-
to-air temperature difference in Fig. 8a shows a substantially reduced correlation, indicating
imperfections in the surface temperature observations. For night-time conditions, all of the
correlations between fluxes and state variables are reduced, to levels such that reliance on
them is likely to be unrewarding. This is in accord with the discussion of night-time kB−1

results above. However, while the associations between fluxes and gradients appear to be poor
at night, the correlation coefficients between the two fluxes appear to remain high and are
larger at night than in the daytime. An alternative path towards parametrizing the nocturnal
case appears possible.

The preceding discussion emphasizes an issue that pervades all of the present consid-
erations: in many numerical modelling schemes there is no accounting for the landscape
variability of the relevant zero plane (of height d). If data are referred to a standard 10-m
height, for example, the obvious question is “10 m above what?” The matter is of little prac-
tical relevance for sites such as those considered here (BAMA and ZIM), where the height
of the vegetation is small in comparison to the 2-m measurement level. However, forested
landscapes are common, and neglect of variations in d will then have consequences on the
results of simulations although it is not obvious that the resulting uncertainties will be of
concern.
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Fig. 8 Correlation coefficients (R) derived from associating different pairs of 15-min BAMA determinations
of eddy fluxes and associated state variables. a w′T ′ is compared with (T0 − T10), with (T2 − T10), and with
−w′u′ (green, blue and red, respectively). b −w′u′ is associated with u10, (u10 − u2), and w′T ′ (green, blue
and red, respectively)

6 Conclusions

The present intent is to draw attention to difficulties arising with common formulations of
air–surface exchange, involving the surface roughness length index kB−1 = ln(z0/z0T ),
as appears in some contemporary simulations. An erroneous evaluation of this property
propagates through subsequent analyses with eventual consequences that are greatest for
nighttime. It is not intended to recommend specific alternatives, but to demonstrate that such
alternatives do indeed exist.

Daytime data presented here indicate that in daytime a value of kB−1 ≈ 2 is appropriate,
as recommended by Garratt and Francey (1978). At night, there is no apparent relationship
between kB−1 and Re∗, except for the case of data collected over an arid site in a similarly
arid landscape during a dry season experiencing minimal precipitation. For this dry season
case, an assumption that kB−1 does not vary, on the average, with time of day seems appro-
priate. However, in other situations the scatter of results collected at night prohibits easy
interpretation. In general, published relationships between kB−1 and Re∗ can be simulated
using random numbers, indicating that in the atmospheric case the assumptionsmade in some
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numerical models are not good representations of the associations but are consequences of
the shared variable syndrome.

The available data indicate that the scatter associated with kB−1 is largely due to uncer-
tainties associated with the exchange of heat, with the role played by momentum exchange
formulated better. In this latter context, consideration of the friction coefficient as an index of
surface roughness provides a simpler path for simulating air–surface momentum exchange
than does a more conventional approach based on tabulated or assumed roughness lengths.
The friction coefficient C f is a well-known property of the surface, depending on the log-
arithm of the familiar roughness length, and so varies less widely than does z0. In the
context of a varying landscape, specification of an appropriate spatial average is a com-
plicated task when based on assumptions about the roughness length, but becomes more
straightforward when the different parts of the same landscape are characterized in terms of
C f .

The potential benefits of utilizing a thermal equivalent to C f , the Stanton number
St or the turbulent Stanton number St∗, are debatable. The data considered here indi-
cate that daytime unstable and night-time stable regimes could be formulated in terms
of different “plateau” values, if the site is suitably representative of the surrounding
landscape. In reaching this conclusion, the variability around dusk and dawn has been
discounted, since evaluation of St and St∗ at such times is highly influenced by the low
values of the temperature gradients and sensible heat fluxes. In applications of these
results, it is expected therefore that the two-plateau assumption might be an appropriate
first-order approximation, with a simple interpolation to reflect the changes at dusk and
dawn.

The discussion of Stanton numbers and friction coefficients given here is intended to
demonstrate that there are indeed alternatives to the way in which conventional mesoscale,
regional and prognosticmodels are constructed. Instead of relying on classicalmicrometeoro-
logical expressions involving ethereal properties such as roughness lengths and displacement
heights, it appears possible that simpler representations such as those suggested here might
suffice. A more detailed discussion of these alternatives, and in particular of the potential
role of the turbulent Stanton number, is given by Garratt (1992). On the basis of the data
now examined, the nocturnal case might be better addressed using the observation (perhaps
site-specific) that eddy fluxes of heat and momentum are well correlated at night.

These conclusions are based on a limited set of data, and obviously require additional
attention. In particular, data obtained over tall crops and forests need to be considered. The
discussion here about the causes of variability through dusk and dawn could be amenable to
examination using data from a number of earlier experiments. If the present conclusions are
justified, then it would seem appropriate to disregard the scatter surrounding these periods and
to evaluate the most probable atmospheric behaviour using an interpolation of daytime and
night-time regimes. The consequences of these conclusions on assumptions about requisite
or optimal spatial and temporal averaging times remain to be examined.
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